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A generalized logarithmic law for high-order moments of homogeneous passive scalars is proposed for turbulent
boundary layers. This law is analogous to the generalized log law that has been proposed for high-order
moments of the turbulent longitudinal velocity and is derived by combining the random sweeping decorrelation
hypothesis with a spectral model informed by the attached eddy hypothesis. The proposed theory predicts that
the high-order moments of passive scalar fluctuations within the inertial sublayer will vary logarithmically
with wall-normal distance (z), and is evaluated using high frequency time-series measurements of temperature
and streamwise velocity fluctuations obtained in the first meter of the atmospheric surface layer (ASL) under
near-neutral thermal stratification. The logarithmic dependence with z within the inertial sublayer is observed
in both the air temperature and velocity moments, with good agreement to the predictions from the proposed
theory. Surprisingly, the proposed theory appears to be as, if not more, valid for transported passive scalars

than for the longitudinal velocity.

1. Background

___The ability to reproduce high-order streamwise velocity statistics
w'?r is relevant in evaluating subgrid models and post-processing of
large eddy simulations (Stevens et al.,, 2014), and in the synthetic
generation of turbulence where Morales et al. (2012) showed the need
to characterize wind turbulence by high-order statistics beyond the
mean and variance. Analogously, representing high-order statistics of
the homogeneous scalar field is key to accurately modeling numerous
atmospheric processes that depend on the temperature field (such as
wildfires, fog, and other extreme weather events) or on the dispersion
of passive scalars (such as the transport of pollutants and pollen).

The random sweeping decorrelation hypothesis (RSDH) is a kine-
matic model predicated on the assumption that small-scale eddies are
swept by the larger, energetic eddies without any dynamic distor-
tion (Tennekes, 1975). Hence, motion of the smaller scales, particularly
in the inertial range, are excited by the kinetic energy of the large
scales. Given that the statistics of the large scales are often reasonably
described as being Gaussian, a consequence of this kinematic assump-
tion is the tendency towards Gaussian statistics for any flow quantities
that are directly impacted by this sweeping effect. The RSDH therefore
leads to significant simplifications in modeling since Gaussian ran-
dom variables have known analytical expressions for their probability
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distribution functions and associated statistics. In stationary and planar-
homogeneous turbulent boundary layer flow at high Reynolds number
(Re), this Gaussian behavior provides a convenient ansatz upon which
generalized statistical predictions can be formed.

By assuming a Gaussian probability distribution for the stream-
wise velocity fluctuations (¢') and that the turbulent eddies are non-
interacting, Meneveau and Marusic (2013) were able to develop a
generalized logarithmic law for the high-order statistics of 4’ in the
inertial sublayer given by

(@) = 5,- a,m(Z). M

where p > 1 is the moment order, B, is a flow-dependent constant,
A, = A 12p—- 1)!!]1//’, A, ~ 1.25 is the Townsend-Perry constant (see
Smits et al., 2011; Marusic et al., 2013; Meneveau and Marusic, 2013),
Il is the double factorial, z is the wall-normal distance, § is an outer
length scale such as the boundary layer height, and the + superscript in-
dicates normalization by the friction velocity u,. Following convention,
w' and ' specify the wall-normal velocity and streamwise velocity,
respectively, and primed quantities are turbulent fluctuations from the
mean state that is indicated by overline. For stationary and planar
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homogeneous high Re flow in the absence of subsidence or mean
pressure gradients, the friction velocity u, is approximately equal to
V-’ which is independent of z in the constant stress layer.

The scaling law of Eq. (1) can be recovered through simpler argu-
ments that take advantage of two hypotheses developed independently
for different ranges of scales: (i) the RSDH describing the behavior of
small-scale motion, and (ii) the attached eddy hypothesis describing
the wall effects on large-scale motion. As shown here, the RSDH can
be used to generalize the behavior of high-order spectra and the con-
sequences of the attached eddy model can be used to describe scaling
laws of the low-wavenumber properties of «’ (Katul et al., 2016). In
arriving at Eq. (1), high-order spectra were related via RSDH to a model
spectrum for «' characterized by a k~! scaling regime of wavenumber
k at large scales (i.e., attached eddies) and k=5/3 for inertial scales
(i.e., detached eddies) up to the Kolmogorov micro-scale. Integration
of this model spectrum and its combination with RSDH then recovered
Eq. (1) and linked A, and B, explicitly to the Kolmogorov constant and
Re for Gaussian statistics.

While RSDH has been investigated extensively in terms of the
turbulent velocity, particularly «’, significantly less attention has been
paid to the behavior of passive scalar fields, such as temperature in
near-neutral stratification. Previous numerical studies have indicated
that in isotropic turbulence, passive scalar fields adhere to the RSDH
as well as, if not better than, the velocity field (Yeung and Sawford,
2002) with near-Gaussian probability distributions (Overholt and Pope,
1996). Further, numerous studies have empirically established the
statistical similarities between streamwise velocity and passive scalar
fluctuations in wall-bounded turbulence, beginning with the predic-
tions of Reynolds analogy and more rigorous derivations of logarithmic
behavior of the mean velocity and scalar profiles consistent with classi-
cal overlap arguments (Kader, 1981; Marusic et al., 2013). In particular,
while Kader (1981) found the mean temperature profile follows a
logarithmic law in turbulent pipes, channels, and boundary layers, the
turbulent Prandtl number was slightly less than unity, indicating a de-
parture from Reynolds analogy. This departure has been corroborated
through multiple experiments and numerical simulations through the
decades, where it appears that the turbulent Prandtl number will ap-
proach 0.85 in the logarithmic region in air (Kays, 1994; Wu and Moin,
2010; Castillo and Hussain, 2017). Nonetheless, the mean and variance
profiles of the temperature field in a zero-pressure-gradient boundary
layer follow logarithmic profiles, independent of any assumption of
Reynolds analogy.

The similarity of these fluctuating quantities has become increas-
ingly evident with the advent of direct numerical simulations (DNS)
of turbulent channel flow, beginning with Kim and Moin (1987) who
found correlation coefficients between the streamwise velocity and
scalar fluctuations up to 0.95, at Re, = éu,/v = 180, where §, here,
is the channel half-height. Recent simulations at higher Re, up to
4088 for Pr = 0.7-1 by Pirozzoli et al. (2016) similarly revealed that
the streamwise velocity variance and passive scalar variance continue
to exhibit qualitatively similar wall-normal profiles. These observa-
tions were formalized by Yang and Abkar (2018), who proposed a
model by which passive scalars fields were interpreted through the
established theoretical frameworks based on Townsend’s attached eddy
hypothesis (Townsend, 1976) for streamwise velocity fluctuations. The
treatment of the passive scalar field through this superposition model
of wall-attached eddies explicitly recovers a k~! scaling behavior for
wavenumbers corresponding to the attached eddies. Through the use of
their model and a large eddy simulation, Yang and Abkar (2018) found
logarithmic scaling of the passive scalar moments and a scalar/velocity
correlation coefficient that was less than 1 and approaches 0.85 for
large Re, corroborating the prior work of Subramanian and Antonia
(1981), Kim and Moin (1987), Kasagi et al. (1992), Wu and Moin
(2010). These treatments highlight the similarities between the velocity
and passive scalar field, even when Reynolds analogy does not hold,
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mainly through the mechanism of the kinematics of scalars being car-
ried by the momentum. However, care must be taken in the theoretical
development for passive scalar fields. The absence of the pressure
gradient from the dynamical equations for the mean and fluctuating
temperature fields results in a more effective mixing of momentum
rather than heat (Guezennec et al., 1990). This means that temperature
as a passive scalar is not necessarily an effective marker of the vortical
structure and therefore departures between theoretical treatments of
temperature and velocity must be accounted for, especially as the loga-
rithmic behavior of the temperature field is more sensitive to deviations
from ideal zero-pressure-gradient conditions (Bradshaw and Huang,
1995). Recently, Cheng et al. (2021) investigated unstably stratified at-
mospheric boundary layers and how the buoyancy affects the statistics
of passive scalars, determining that logarithmic behavior persisted in
the mean, but with a modified slope. Their findings emphasize the need
to account for non-universal behavior with the presence of thermal
stratification, whereas many previous passive scalar studies assume a
universal logarithmic behavior (Kader and Yaglom, 1972; Kader, 1981;
Kasagi et al., 1992). In finding analogies between velocity fluctuations
and temperature fluctuations, the assumption of a passive scalar field
is critical. Nevertheless, even in this case, small-scale statistics of
passive scalar fields can differ profoundly from those of the velocity
field (Warhaft, 2000), and modeling approximations that work well for
the velocity field, e.g. the assumption of small-scale isotropy, may not
work well for the scalar field (Sreenivasan, 1991; Warhaft, 2000).

Here, a new theory based on RSDH and informed by the similarity
between temperature and streamwise momentum is developed for the
behavior of passive scalar moments in the inertial sublayer and tested
at very high Re not attainable in laboratory settings or direct numerical
simulations. The predicted logarithmic behavior of the high-order pas-
sive scalar moments is found to be in agreement with highly resolved
measurements of temperature obtained in the atmospheric surface layer
under near-neutral conditions. Further, the deviations between the
temperature statistics and their corresponding theoretical predictions
are found to be comparable to and, in some instances, smaller than
those found for the collocated streamwise velocity.

2. Theory

Decades of studies have found a k~! scaling of temperature spectra
in the atmospheric surface layer with good agreement in multiple
stability conditions (Pond et al., 1966; Katul et al., 1995; Li et al., 2016;
Yang and Abkar, 2018) in addition to the measurements presented here.
Combining these results with the k~5/3 inertial range behavior through
the method of Katul et al. (2016) and Huang and Katul (2022) allows
for the theoretical development of a logarithmic law in the high-order
even moments of the temperature variance given by

()" <8 (3).

where ¢’ is the virtual potential temperature fluctuations, B, is a
flow-dependent offset, A, is the slope, analogous to the Townsend-
Perry constant in Eq. (1), and the + superscript again indicates nor-
malization by the inner temperature scale 0, given by the scalar wall
flux and friction velocity, which in the constant stress layer may be
approximated as 6, ~ —w'0’ Ju,.

Eq. (2) is derived by considering the time series for the passive
scalar fluctuation, ¢’. The integral of the p'"-order spectrum, Eé‘,’)(k),
is related to statistical moments of ¢’ through

—_— — _ +o0
(0P — QP2 =020 — @7 = /0 ED (k) dk. 3)
Under the assumptions of RSDH, the probability distribution function
(PDF) of the time series is taken to be normally distributed, allow-
ing the higher-order statistical moments and spectra to be expressed
analytically as a function of the second (p = 1) moment resulting in

—p—1
ED (k) = a(pf™ Ey(k), @
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Fig. 1. Illustration of an idealized piecewise temperature spectrum and its scaling
regimes as a function of wavenumber k. The k> behavior (analogous to the Saffman
spectrum) is the minimum required for d E,/dk — 0 as k — 0. For analytical tractability,
the Kolmogorov k~5/3 inertial scaling is extended to the Batchelor scale 1, with a cutoff
compensating for the energy contribution not resolved here by the expected exponential
decay due to molecular effects.

where
a(p) =P X1X3X5% X 2p—23)

is a consequence of Gaussian statistics for p > 1.
The high-order moments for temperature

92 = / ED (k) dk + o
0
are now interpreted with the RSDH (see Eq. (4)) to yield

027 = a(p) [ﬁ]"_] / Ep(k)dk + 07 (5)
0

It can be shown for Gaussian statistics that the %2 term is zero for
odd p and diminishes rapidly for even p so that its contribution is only
significant for p = 2 with a value of (3/2)0"2.

To arrive at an analytic expression, an idealized shape for Ey (k) is
prescribed and shown in Fig. 1 based on Huang and Katul (2022) and
given by the piecewise function

C,6253k? ifk € 10,671
C6%k™! ifk e [57!,271]
Eg (k) = C.e V-5 1 -1 6)
PYA N 4 ifkelz7, 451
0 ifk > 43!,

where ip = Sc,;l/ ?y is the Batchelor scale, close to the Kolmogorov
micro-scale 5 in near-neutral atmospheric flows because the molecular
Schmidt number (Sc) is close to unity for temperature and many
other scalars (and Eq. (6) already assumes Sc¢ = O(l) when pre-
scribing the spectrum scaling for k € [z‘l,igl]). Here, we have
adopted the canonical scaling laws in the high wavenumber regime
based on Kolmogorov-Obukhov—Corrsin (KOC) theory (Kolmogorov,
1941; Obukhov, 1949; Corrsin, 1951) for isotropic turbulence. For the
applications of interest such as the atmospheric surface layer, shear
effects on spectral exponents in the inertial subrange can be assumed
to be minimal (Tennekes and Lumley, 1972). However, in locations or
applications where anisotropy effects may not be negligible, alternative
scaling may need to be adopted to account for such effects, e.g., see
the —4/3 scaling proposed by Lohse (1994). The low wavenumber
behavior (i.e., k < 67!) is modeled after Saffman, 1967 to ensure the
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energy contribution in the very large scales is not singular as k — 0.
This choice is a deviation from the functional form proposed by Katul
et al. (2016), who applied a constant value in this region. Assuming
that production of turbulent kinetic energy and temperature variance
are each balanced by their respective dissipation within the inertial
sublayer (i.e., € = ul/xz and g, = u,62 /xz, and k ~ 0.41), the spectral
model in Eq. (6) can be integrated, giving

© I 1/6
/ Ey(k)dk =07 = / C1026°k* dk+
0 0

1/Zc 0%k dk Vi s -5/3
62 + Cogg k3 dk,
1

/6 1/z
allowing the temperature variance to ultimately be expressed as
— 2/3
02 _ =+ 11 3 (4 z
03:0 = |5 -5 (= —Clln(é). @

Eq. (7) recovers the logarithmic form proposed in Eq. (2) where
Ay =C

and

1345\
By =C, s a2\l7 .

Note the value of C, is related to C, through matching the piecewise
function at k = 1/z. Eq. (5) can then be written as

— —p-1
970 = a(p) [eﬂ]p 02 [31,9, - Agln (g)] A (®)
Finally, substituting

ﬁ = 03 [Bl,gr - Alﬁ/ll'l (g)] N

normalizing by 9:” , and raising to a power of 1/p provides the sought
result

—
2p 1/p = 1/p ;) — , E

@2 )P = a(p) [Bw A pln (5 )] . )

This expression has the same form as Eq. (2) with

Ay =a(p) /P Ay

and

B,y =a(p)'/"B, 4.

3. Experimental methodology & data

As part of the Idealized horizontal Planar Array study for Quanti-
fying Surface heterogeneity (IPAQS) (Morrison et al., 2021) that took
place at the Surface Layer Turbulence and Environmental Science Test
(SLTEST) facility in the western deserts of Utah, USA, measurements
of longitudinal velocity and temperature were acquired at z = 0.0625,
0.125, 0.25, 0.5, and 1.0 m above the ground during a three-day
intensive sampling period (18-20 June 2018). Due to sensor breakage,
temperature measurements at z = 0.5 m are not represented in the
analysis below. The SLTEST facility is a unique field site with near-
canonical boundary conditions (its aerodynamic roughness ranges from
sub-millimeter to less than 6 mm) and predictable wind patterns,
making it an ideal location for probing high Re turbulent boundary
layer flows (Klewicki et al., 1998; Metzger and Klewicki, 2001). The
equivalent sand grain roughness for these measurements was esti-
mated to be 2.5 mm using the relation for a zero-pressure-gradient
neutral boundary layer (Huang et al., 2021a), meaning the lowest
station height corresponds to 25 times that of the equivalent sand grain
roughness.

Nano-scale thermal anemometry probes (NSTAPs) operated in
constant-current anemometry mode and their cold-wire variants
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Fig. 2. Measured probability density functions (open symbols) of the velocity (left) and temperature (right) fluctuations at z =1 m, z = 0.5 m, z = 0.25 m, z = 0.125 m, and
z =0.0625 m. The solid black line indicates a Gaussian distribution. (For interpretation of the references to color in this figure legend, the reader is referred to the web version

of this article.)

Table 1

Mean flow properties relative to the triaxial sonic anemometer positioned at z = 2 m
for the 30-min periods analyzed (local time LT = UTC + 6 h) on 21/06/2018. The
boundary layer height § was estimated to be 60 m (Huang et al., 2021b), and R, was
estimated using both the sonic anemometer data and the mean velocity profile given
by the NSTAPs evaluated at z =2 m.

LT u u, weo! ¢ R,
(m s71) (m s™1) (Kms1)

2000 7.55 0.28 -0.017 0.025 0.014

2030 6.56 0.22 -0.018 0.053 0.040

2200 6.60 0.24 —0.024 0.056 0.035

2230 7.34 0.29 —0.029 0.038 0.016

(TNSTAPs) were used to capture velocity and temperature measure-
ments, respectively, at each height with a sampling frequency of
100 Hz. The sensing elements of these nano-scale sensors are platinum
wire ribbons 2 pm in width, 100 nm in thickness, 60 pm in length for the
NSTAP and 200 pm in length for the TNSTAP. The size of these sensors
provides high spatial resolution with minimized end-conduction effects
and temporal filtering (Hultmark et al., 2011; Arwatz et al., 2015).
Relevant stresses and heat fluxes are calculated from data acquired
by a nearby triaxial sonic anemometer (Campbell Scientific CSAT3)
at approximately 10 m west of the measurement tower at z = 2 m.
The approximate number of large eddy turnovers ranges from 196 to
1180, depending on the particular calculation. Note this is likely an
underestimate, as the mean convective velocity & is calculated at the
2 m height and not the freestream velocity. Further details on the
different estimates of eddy turnovers can be found in the appendix.
Details regarding the experimental set-up and calibration procedure can
be found elsewhere (Huang et al., 2021a).

Trends associated with the varying freestream velocity were sub-
tracted from the raw time series (Hutchins et al., 2012). Four 30-min
records are examined in the current study and summarized in Table 1
after the following data qualifications:

1. The incoming wind direction aligned with the sensors (with
pitch angle +10° in accordance with the sensitivity of the NSTAP
(Fan et al., 2015)), as verified by the sonic anemometer.

2. Near-neutral stability was reached, with both the Monin—
Obukhov stability parameter |{| = |z/L| ~ 0 and the flux
Richardson number R, ~ 0. The Obukhov length L is defined
as

W3
L=—-——F—, (10)
K (g / 6‘U> w'e!,

where g is the acceleration due to gravity, and 6, is the mean

virtual potential temperature. The flux Richardson number R,

is defined as

_ (&/0,)w'8]

R, = — . a1
w'u'(du/dz)

3. Stationarity of u and turbulence intensity v’ /u were observed, as
assessed by the reverse arrangement test and the runs test with
a 95% confidence interval (Bendat and Piersol, 2011).

The four runs satisfying these conditions were near midnight (local
time) when the stable boundary layer depth has equilibrated to its
near-neutral value. Taylor’s hypothesis was used to convert temporal
differences in the velocity and temperature signals to spatial differences
in the streamwise direction.
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Fig. 3. Same as Fig. 2 but in semi-log space to highlight deviation in the tails.

Table 2
Kolmogorov-Smirnov statistics.
z (m) K-S statistics
u 0
0.0625 0.017 0.021
0.125 0.014 0.006
0.25 0.015 0.005
0.5 0.018 -
1.0 0.011 0.010
4. Results

Before evaluating the model predictions, this dataset can be used
to first assess the validity of the key assumptions underpinning the
proposed model. These are (i) the tendency towards Gaussian statistics,
(ii) the existence of inertial range behavior, and (iii) spectral behavior
consistent with the attached eddy model.

The Gaussian behavior of the velocity and temperature fluctuations
can be assessed using the PDFs of the measurements. The PDFs for
each quantity are shown in Fig. 2 at each measurement station height.
The PDFs are normalized by their standard deviation o, and oy,
respectively and their skewness .S, and S, and kurtosis K,; and Ky
are shown. The same information is presented in semilog-space in Fig. 3
to highlight deviations in the tails. The bulk of both temperature and
velocity statistics exhibit near-Gaussian behavior, with the most evident
deviations being super-Gaussian in the positive tail.

The deviations of these velocity and temperature PDFs from Gaus-
sian behavior are highlighted in Fig. 4 for each measurement height

where collocated measurements were obtained. Each of the PDFs from
Fig. 3 is normalized by the Gaussian distribution such that deviations
from Gaussian behavior are indicated in proportion to unity. In addi-
tion, Kolmogorov-Smirnov (K-S) test statistics are presented in Table 2
to highlight maximum deviations from the normal cumulative distribu-
tion function. It can be seen that the scalar and velocity PDFs exhibit
similar behavior for -2 < 6’ /6y (or u' /o,/) < 2. For z = 0.125 m and
z = 0.25 m, the scalar PDFs are found to be within +10% of a Gaussian
distribution for a wider region, and exhibit smaller deviations from
Gaussian behavior in the tails compared to their velocity counterparts.
Though the exact behavior and statistics differ with station height,
the tendency for the temperature fluctuations towards similar Gaussian
behavior relative to the collocated velocity is a consistent feature across
all z. These findings agree with prior sonic anemometry measurements
collected above a dry lake bed (Chu et al., 1996).

The super-Gaussian behavior in the positive tails differs from the
observations of Meneveau and Marusic (2013) and Samie et al. (2018)
who observed sub-Gaussian behavior for boundary layer measurements
up to Re, = 20,000, and is potentially indicative of effects stemming
from the roughness sublayer (Heisel et al., 2020). Recent studies such
as Marusic et al. (2013) and Wei et al. (2005) suggest that the extent
of the buffer layer could be Reynolds number dependent, extending
up to zt & 3(éu,/v)'/2 &~ 3 x 103, with v being kinematic viscosity,
even in smooth-wall conditions. This criteria places the lowest two
measurement heights within the buffer region where sweeps tend to
dominate (Heisel et al., 2020).

The existence of an inertial subrange can be substantiated by as-
sessing whether the lower order statistics of the measurements, such
as mean and variance, exhibit a canonical logarithmic behavior. Fol-
lowing Vallikivi et al. (2015) who found logarithmic behavior above
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Fig. 4. Deviations of measured PDFs from Gaussian behavior. PDFs of measured velocity (blue) and temperature (orange) are normalized by a Gaussian distribution given by
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referred to the web version of this article.)
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Fig. 5. Mean and variance profiles for velocity (top) and temperature (bottom) as
a function of wall distance and normalized by inner units. Mean quantities U* and
0+ are presented in black symbols with lines of best fit Ut = 2.75log(z*) — 1.6 and

—+

0+ = 1.77log(z*) + 326.7 given in black solid lines. Variances for velocity «? and
—t

temperature 6’2 are denoted in blue and orange, respectively, with lines of best fit

+ —t
w? = 149 - 091log(z*) and 02 = 15.1 — 0.94log(z*) denoted in solid lines. (For
interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)

zt = zu,/v > 400, the lowest measurement station to the ground
at zt ~ 850 should be well within the log-layer. This assumption is

Table 3
Percentage of area represented by the three regions of the model spectrum for each
measurement station.

z k2 k! k53
(m) (% contribution)

0.0625 3.9 79.6 16.5
0.125 4.2 77.6 18.2
0.25 4.6 75.3 20.1
1.0 5.6 69.3 25.1

further supported by the mean and variance profiles for the velocity and
temperature shown in Fig. 5, where logarithmic behavior is found in
the region 103 < z+ < 10*. Here, A, and A, o are estimated as 0.91 and
0.94, respectively, by a least squares fitting of the data to Eq. (1). This
value for the velocity compares reasonably well the A, ~ 1.25 found
by Meneveau and Marusic (2013).

Finally, the streamwise wavenumber spectra of the velocity and
temperature fluctuations can be compared to the idealized model, each
of which are shown in Fig. 6. In both quantities, distinct k~' and k=5/3
scaling regions are identified, consistent with the assumptions of the
simplified model. However, due to the lack of convergence and station-
arity of the flow, no data are available in the low wavenumber region
where the k? scaling is assumed. The expected area under the modeled
k? region is identically equal to %Cl in normalized variables. Compared
to the integrated normalized spectrum of Fig. 6 for each case, this
comes out to between 3.90% and 5.63% of the total integrated area,
whereas the k~! region represents 69.3% to 79.6% and the k=>/ region
represents 16.5% to 25.1%, as seen in Table 3. As the contribution from
the k? region only affects the offset B, , in Eq. (9), and the relative
contribution remains small, the overall agreement between the model
spectrum and the dataset is acceptable for the purposes here. Had a
constant value for the spectrum been used such as Katul et al. (2016)
or Huang and Katul (2022), the area would have been significantly
higher, overemphasizing the contribution from these wavenumbers and
increasing the offset B, ;.

Given the strength of the underlying assumptions, the predictive
capability of the proposed RSDH model in capturing the behavior of
the high-order moments can now be assessed. Because the temperature
exhibits a distribution that more closely follows Gaussian behavior, the
RSDH predictions for high-moments should hold for (er)l/ ?. A com-
parison between the high-order moments and the RSHD predictions can
be seen in Fig. 7 for both the velocity and temperature measurements.
In each case, the slope and offset of the p = 1 statistics (i.e., the vari-
ances) are determined from integration of the spectral RSDH models
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Fig. 6. Normalized spectra of the longitudinal velocity (E, (kz)/u*) and temperature (E, (kz)/6?) are computed using the frozen turbulence hypothesis (Taylor, 1938) and shown
as a function of normalized wavenumber kz in the left and right plots, respectively. Different shades of blue and orange indicate the respective spectra for velocity and temperature
at the different measurement stations with lighter shades corresponding to distances further from the ground. For each quantity, there is a clear break point between the k~!

C

) and the k=33 (— =) scaling regimes as indicated by the black vertical dotted line (---) at k = 1/z. The k = 1/§ cutoff between the k> and the k~' scaling regimes are also

shown for each measurement height and denoted by their respective colors noted in the legend below each plot. (For interpretation of the references to color in this figure legend,

the reader is referred to the web version of this article.)

given by Katul et al. (2016) and the present study (see Eq. (7)) rather
than fitting a regression to the variance profiles. Similarly, the RSDH
predictions for the high-order moments are determined from the p =1
case through Eq. (9) that can be applied analogously to both velocity
and temperature.

Fig. 7 shows that for both temperature and velocity, there appears
to be good agreement between the measurements and their respective
spectral RSDH models. In each case, the model is well within the sta-
tistical uncertainty related to limited convergence, with the exception
of the p = 2 case, partially due to the additive (3/2)8’?? contribution
as noted in the theory section of the manuscript. Further, it is difficult
to discern any significant differences in the performance of the model
between the two quantities.

However, the differences between the temperature and velocity
statistics become more apparent in Fig. 8, which directly compares
the slopes (4, and A,o) and offsets (B, and B, o) obtained from the
measurements and RSDH model. There, the slope and offset values from
the RSDH predictions are extracted from the lines shown in Fig. 7 and
plotted in the upper and lower plots of Fig. 8, respectively, as a function
of moment order p. These predictions are compared with experimental
values obtained from a linear regression of the high-order moments
with the logarithmic wall distance, with error bars representing a 95%
confidence interval on these calculated values. The performance of
the RSDH model is comparable for velocity and temperature for p <
3, with the greatest deviation appearing at p = 4. The temperature
prediction all falls within the 95% confidence interval for each value,
while velocity has a small deviation for the even moments, albeit with
narrower confidence intervals. This discrepancy is expected to widen
for progressively larger values of p due to the increasing prevalence
of the distribution tails to the higher-order moments; however, such
high-order moments are not analyzed here due to limited convergence
of these statistics in the present dataset.

5. Discussion

A logarithmic behavior of the high-order passive scalar moments
in a homogeneous field (which differs from the scalar structure in
a plume) is developed for the inertial sublayer based on RSDH and
the similarity between temperature and streamwise momentum. The
proposed theory is tested using a unique high-resolution atmospheric
dataset with collocated streamwise velocity and temperature measure-
ments under near-neutral stability conditions. The theory was able
to reasonably predict both the slope A4,, and the offset B,, up to
moment order p = 4. A discussion now follows of the study limitations
and model assumptions regarding (i) the experimental setup, (ii) Gaus-
sian statistics, (iii) the extension to higher-order spectra under RSDH
(Eq. (4)), and (iv) the logarithmic law for the mean temperature and
the existence of the k~! region in the first order temperature spectra.

While field experiments achieve Re much higher than possible in
laboratory conditions, many challenges remain. First, it is difficult to
obtain stationary, near-neutral data for long periods of time due to
variability in wind and temperature conditions in the field, resulting
in higher estimated statistical convergence errors. To highlight this
issue, the sampling periods needed to achieve < 5% error from lack of
statistical convergence for the current dataset is presented in Table 4
for p = 1 and p = 2. The sampling times are expected to increase
for higher-order moments. There is also uncertainty in the boundary
layer height § = 60 m, which is estimated by comparing the u/? profiles
with the relation proposed by Marusic and Kunkel (2003). This would
contribute to a shift in the values of the integrated parameters, namely
the relative amount of energy contributing to A, ,» and B, o . Similarly,
u, and 0, values are estimated from a nearby but not collocated sonic
anemometer, and the assumption of a constant flux layer also lend
uncertainties to the results. Huang and Katul (2022) discuss these issues
in further detail.

Although the bulk of the measured temperature statistics are near-
Gaussian, the tails exhibit slightly super-Gaussian behavior with skew-
ness factors ranging from 0.06 to 0.29 and flatness factors from 2.98 to
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Fig. 7. Profiles of high-order moments of velocity (top) and temperature (bottom) as
a function of normalized distance from the ground z/5. Central moments for 2p =
2,4, 6, and 8 are denoted by (o), (v), (<), and (>) symbols, respectively. The dashed
lines represent the predictions for high-order moments as computed using Eq. (1) for
the velocity statistics (Katul et al., 2016) and Eq. (9) for the temperature statistics.
High-moments for velocity (blue) and temperature (orange) are denoted with darker
shades of their respective colors. Error bars indicate errors due to limited statistical
21,

T,

test

convergence of high-order moments of signal s, calculated as err?, =

E
where L; is the integral time scale and T, ,, = 30 min is the total sampling period. (For
interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)

3.23. As discussed in the Results section, the lowest measurement sta-
tion exhibited the highest skewness and flatness factors, which could be
indicative of roughness sublayer effects. Deviations from the Gaussian
assumption could affect the scaling coefficient a(p) as given in Eq. (4),
which is derived from Gaussian statistics.

An additional contribution to the discrepancies that arise in the
theoretical results can be explained by the nature of Eq. (4), which
was derived by Van Atta and Wyngaard (1975) under the assumption
that the higher wavenumbers in the spectrum E(k) followed a k=5/3
model proposed by von Kdrman and discussed by Hinze (1959). The
integration of this model assumed large wavenumbers and considered
only the leading term in a convolution following an asymptotic expan-
sion. The resulting expression is Eq. (4), which has explicitly not treated
the low wavenumbers, including the k~! region. As this model breaks
down for wavenumbers on the order of the Taylor micro-scale, the
lower wavenumber regions should depart from the theoretical inertial
range behavior. This deviation is evident in Fig. 9, which compares the
actual higher-order temperature spectrum (p > 2, in color) with the
theoretical spectrum from the RSDH (shown in gray). The deviation
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Fig. 8. Coefficients A, and A,, (top) and B, and B,, (bottom) and as a function of
moment order 2p, averaged across available datasets. Square markers ((J) denote slopes
(AP and AM,) and offsets (Bp and BM,) determined through a linear regression of the
central moment profiles for 2p = 2, 4, 6, and 8. Error bars represent a 95% confidence
interval on the regression coefficients from fitting estimator values. The dashed lines
represent the coefficients as predicted by integration of the spectral model and RSDH
predictions given by Egs. (1) and (9). Due to their similarity, these RSDH predictions
appear overlapping.

between actual and calculated can be seen to be exacerbated for the
lower wavenumber region, with the location of the Taylor micro-scale
indicated by the vertical dashed lines. This results in the RSDH over-
predicting the higher-order spectrum throughout the datasets. This
behavior is consistent with Huang and Katul (2022), which demon-
strated the RSDH over-predicted the higher-order velocity spectra.
However, the hard truncation of the spectral model at the Batchelor
scale, the assumed Saffman spectrum in the lowest k region, and the
piecewise discontinuities between each region will likely mean a loss in
energy from the RSDH, which may compensate for the over-prediction
in the large wavenumbers.

Although statistical similarities between streamwise velocity and
passive scalar fluctuations in isotropic or wall-bounded turbulence have
been established in multiple studies (see the Background section), the
logarithmic law for mean temperature seems to fail away from the
wall and in flows whose velocity field changes rapidly (Bradshaw
and Huang, 1995). Similarly, while a k! region is predicted for the
streamwise velocity component by the attached eddy hypothesis, such
a spectral feature has had far less substantiation for the temperature



K.Y. Huang et al.

International Journal of Heat and Fluid Flow 102 (2023) 109162

2=0.0625 m 2=0.125 m 2=0.25 m z=1m

T T T ‘ T T T T
107 | | i T T ]

p= ! p=4 ‘ p=4 | p=4 |

&, ‘ | | |
< 10* =3 ; p=3 L |p=3 1 lp=3 o

= ‘ 1 1 ‘

ax p=2 | p=2 ‘ p=2 ‘ p=2 |
101 - | - | — - | — - : —

10—2 | l | | l | l | | l\
107 1072 10! 107 1072 10! 107 1072 10t 107® 1072 10!

kz kz kz kz
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this article.)

Table 4
Sampling periods (min) needed to achieve a variability of 5% for moment orders p = 1
and p=2.
z (m) u o
p=1 p=2 p=1 p=2
0.0625 65 357 72 396
0.125 43 234 83 455
0.25 66 361 73 401
0.5 41 224 - -
1.0 86 471 211 1162

fluctuations. Nonetheless, k~! spectral scaling has been encountered in
high Re flows, such as the atmospheric boundary layer (Li et al., 2016
and references therein), including the data obtained for the present
analysis. The current measurements suggest that for the experimental
conditions, there is both a logarithmic region in the mean temper-
ature and sufficient scale separation for the k= spectral feature in
the temperature spectra. The assertion of statistical similarity between
temperature and velocity is an ansatz informed by the current dataset
and observations of DNS studies, and requires further investigation to
establish the conditions under which these assumptions are valid.

6. Conclusions

The similarity between temperature and momentum is used to
propose a new theory for the behavior of passive scalar moments in the
inertial sublayer based on RSDH. The predicted behavior from the new
model is found to be in good agreement with highly resolved measure-
ments of temperature obtained in the atmospheric surface layer under
near-neutral conditions with deviations smaller from RSDH behavior
than their collocated streamwise velocity counterpart. One potential
explanation for the higher deviation in the velocity moments is the
non-locality of pressure acting on the velocity components, which is
not present in the temperature field. Additionally, the ideal spectrum
selected is continuous but not smooth and has a hard transition from
inertial to viscous wavenumbers at the Batchelor scale. These, coupled
with the multiplicative factor of a(p) in Eq. (4), can combine to have
competing effects of under-predicting and over-predicting the spectral
energy, respectively. While the performance of the new model is en-
couraging, extending and evaluating this framework under non-neutral
stability conditions and turbulent Pr # 1 remains an area of future
investigation.
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Appendix. Boundary layer parameters

The number of eddy turnovers in the datasets are calculated in two
different ways. An estimate of the number large scale eddy turnovers,
N, =T, /(6/0), with T,,, the total dataset time, § the boundary layer
height, and @ the mean velocity, for each of the four main datasets
ranges from 196 < N, < 226 for the four datasets. The mean velocity
is taken at z = 2 m, which provides a significant underestimate of the
large scale eddy turnover time.

The local calculation for eddy turnovers, N,,, at each measurement
station height is shown in Table A.5, with N,, =T,,,/L; and Ly is the
integral time scale calculated from the autocorrelation of the velocity
data. This shows that each station has at least 500 local eddy turnovers.
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Table A.5

Estimate of eddy turnover times for each sensor
location.

z Tea/ L1
(m)

0.0625 739.6
0.125 1129
0.25 1180

1.0 560.4
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